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Spin-orbit interaction and phase coherence in lithographically defined bismuth wires
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We present low-temperature magnetoresistance measurements on lithographically defined bismuth wires. The
phase-coherence time and the spin-orbit scattering time are obtained by analysis of weak antilocalization, with
values for the phase-coherence time supported by analysis of the universal conductance fluctuations present in
the wires. We find that the phase-coherence time is dominated by electron-phonon scattering above ≈2 K and
saturates below that temperature, with saturation delayed to a lower temperature in wider wires. The spin-orbit
scattering time shows a weak temperature dependence above 2 K, and also shows a dependence on wire width.
The spin-orbit scattering time increases as the width is reduced, as is also observed in wires fabricated from
spin-orbit coupled two-dimensional systems in semiconductor heterostructures. The similarity is discussed in
light of weak antilocalization in the two-dimensional strongly spin-orbit coupled Bi(001) surface states.
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I. INTRODUCTION

The semimetal bismuth has long been an important ma-
terial for observing quantum properties, for instance, by
supporting the first experimental observation of magnetic
quantum oscillations.1 Interest in Bi originates from its highly
anisotropic electron Fermi surface, characterized by a low
carrier density and a long mean free path, and possessing
large spin-orbit interaction (SOI), rendering it an excellent
platform for observing quantum transport in the strong SOI
regime. Quantum transport in Bi films has been extensively
studied,2–9 as have self-assembled wires.10–15 In particular,
spin-dependent quantum transport in the form of weak antilo-
calization has been observed in Bi films3–9 and a nanowire
array.14 However, quantum transport in purpose-designed
Bi thin-film mesoscopic geometries has not enjoyed equal
attention3,17 and lags behind achievements in semiconductor
heterostructures.18 Here we present quantum interference
phenomena observed in Bi mesoscopic wires lithographically
defined on Bi thin films. The data on single wires with
defined dimensions and surface orientation is complementary
to previous studies,14–16 and allows us to extract the phase-
coherence time τφ and the spin-orbit scattering time τso to
discuss their temperature (T ) and size dependence.

Inelastic-scattering processes dominate τφ , which become
increasingly rarer as T decreases, suggesting that τφ diverges
as T → 0. However, experiments often find that at low T ,
τφ saturates to a finite value τ 0

φ in many different systems.
Saturation has been observed in two-dimensional electron
systems (2DESs) in semiconductor heterostructures and wires
fabricated from 2DESs,19,20 and in various metal wires and
films,19 although not in Bi films.3–7,9 The origin of τ 0

φ is
still debated, with some arguments for magnetic scattering
from trace magnetic impurities, electron interaction with long
wavelength radiation, and fluctuations in the electromagnetic
background.19,21

The spin-orbit scattering time τso in solid-state systems re-
sults from two different mechanisms: (i) electron scattering off
heavy elements with strong SOI, present in heavy metals, and
(ii) spin decoherence due to structural SOI, as induced by bulk
inversion asymmetry in the crystal potential in semiconductors
(Dresselhaus SOI)22 or by effectively asymmetric electron-

confinement potentials in 2DESs (Rashba SOI).23 For struc-
tural SOI, theory predicts that in quasi-one-dimensional (Q1D)
wires, τso increases with decreasing wire width,24,25 which is
indeed experimentally supported for various 2DESs.20,26–29

To date, no similar theoretical predictions exist for SOI due to
heavy elements, which are present in bulk Bi. Nonetheless,
τso in our Bi wires experimentally exhibits an increase
with decreasing wire width as observed in Q1D wires on
2DESs, indicating that surface states with structural SOI may
contribute substantially to the transport in thin-film Bi wires.
The Bi(001) surface (hexagonal indexing) has been shown to
possess strong Rashba-like SOI due to the asymmetry of the
surface-confinement potential30,31 with a Rashba parameter
αR ≈ 0.5 eV Å, which is about an order of magnitude higher
than is characteristic for semiconductor 2DESs.32

In the low-T magnetoresistance measurements presented
below, two quantum corrections to the classical magnetotrans-
port are present, arising from interference between coherent
electron paths: weak antilocalization (WAL) and universal
conductance fluctuations (UCFs). The dependence on T and on
the wire width of τφ and τso are extracted from WAL analysis.
We implement analysis of the UCFs to obtain independent
values for τφ , in support of those from WAL analysis.

II. BACKGROUND

Weak-localization phenomena result in a characteristic
magnetoresistance at low magnetic fields,33–37 and originate
from quantum-mechanical interference of backscattered time-
reversed paths. For a system with weak SOI (τso � τφ), the
time-reversed paths interfere constructively, resulting in a
larger probability for the electrons to be localized, increasing
the resistance. For a system with strong SOI (τso � τφ), the
s = 1/2 spin symmetry causes a phase shift between the
time-reversed paths, leading to destructive interference and
decreasing the resistance. The resulting quantum correction
to the conductivity under SOI is referred to as WAL. The
interference phenomena are sensitive to the preservation of
the quantum-mechanical orbital and spin phases along the
entire path, and hence form a probe of τφ and τso. An
applied magnetic field B breaks the time-reversal symmetry
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via the addition of an Aharonov-Bohm phase, and the
reduction of the WAL correction leads to a characteristic
magnetoresistance.

The change in the resistance, �R(T ,B) =
R(T ,B) − R(T ,0), due to WAL for a two-dimensional
system with SOI can be expressed as37,38

�R(T ,B)

R(T ,0)2
= − e2

2π2h̄

W

L

[
3

2
f (H3/B)

−1

2
f (H2/B) − f (H1/B)

]
, (1)

where f (x) = �(1/2 + x) − ln x, � represents the digamma
function, H1 = H0 + Hso, H2 = Hi + 4/3Hso, and H3 = Hi .
The characteristic fields H0,i,so relate to scattering times
as H0,i,so = h̄/(4eDτ0,i,so), where τ0 represents the elastic-
scattering time derived from the mobility and τi represents the
inelastic-scattering time. L represents the wire length, W is the
wire width, and D is the carrier-diffusion constant. We have
ignored the terms of magnetic spin-flip scattering, as we do
not expect magnetic impurities to be present in the wires,39–42

and thus τi = τφ .19 The phase- and spin-coherence lengths are
defined, respectively, as Lφ = √

Dτφ and Lso = √
Dτso. At

low T , τφ is limited by low-energy transfer Nyquist scattering
(characterized by τN ), and at higher T , by electron-phonon
scattering (characterized by τelph). The dependence on T of
both scattering mechanisms is modeled as power laws with
τN,elph ∝ T −p. For Nyquist scattering in one dimension,43

p = 2/3, in two dimensions, p = 1, and in three dimensions,44

p = 3/2. The exponent p for electron-phonon scattering is
not theoretically agreed upon and has been experimentally
determined19 as p ≈ 2–4.

UCFs arise from interference along nonlocalized paths
from random disorder45–47 in mesoscopic systems, resulting
in deviations from the classical conductance and hence in
the resistance R of mesoscopic systems. UCF analysis can
yield values for Lφ , since Lφ imposes a limit on the length of
the interfering paths. We use the UCF analysis as secondary
supporting information to confirm our WAL analysis. The fin-
gerprint of UCFs in R changes with the disorder configuration,
and general UCF formalisms must involve ensemble averages
over samples. Experimentally the impurity configuration can
be varied by modifying the interfering paths, which is
accomplished by varying the Fermi level EF , or by modifying
the dynamics of the electron phase, which is accomplished by
applying B and adding an Aharonov-Bohm phase throughout
the sample. Averaging the UCF fingerprints at different EF or
B in one sample is equivalent to averaging the UCF fingerprints
over different samples. Varying EF in metallic Bi is difficult,
and hence our study of UCFs proceeds by magnetoresistance
measurements. Lφ is extracted from the UCF signal by
analysis of the autocorrelation in B of R(B). From the
autocorrelation function F (�B) = 〈δR(B)δR(B + �B)〉, we
extract a correlation field Bc such that F (�Bc) = 1/2F (0).
The angled brackets denote averaging over B. Bc provides a
measure of the average length of interfering paths, since long
paths require smaller B to decorrelate by the accumulated

Aharonov-Bohm phase. In Q1D wires, Bc and Lφ are related
by47

Bc = C
h

e

1

L2
φ

, Lφ < W, (2)

where C = 0.95 for Lφ � LT , and C = 0.45 for Lφ � LT .48

III. EXPERIMENT

Bismuth thin films were grown by thermally evaporating
Bi (99.999%) onto a SiO2 [oxidized Si(001)] substrate un-
der vacuum below 10−8 Torr. A two-step evaporation was
implemented to obtain films with the largest grain sizes and
fewest defects.2,17 First, a 20-nm-thick layer was evaporated
at a rate of 0.1 nm/s onto a 100 ◦C substrate. The substrate
was then further heated to 250 ◦C, and a 55-nm-thick layer
was deposited, also at a rate of 0.1 nm/s. The evaporation rate
and film thickness were monitored by a quartz balance crystal
monitor to an accuracy of <5%. Atomic-force microscopy
revealed grains with diameters of 200–500 nm and a total
film thickness t of 75 nm. X-ray-diffraction analysis specified
that the films are oriented with their trigonal axis (001)
perpendicular to the substrate, which is typical for our growth
methods. This places the three anisotropic electron pockets in
the plane of the film and the single hole pocket perpendicular
to the film. The in-plane orientation is random.

A two-step lithography was used to pattern mesoscopic
wires onto the Bi film. First, a 50-μm-wide, multiterminal Hall
bar mesa was photolithographically defined on the film. The
exposed Bi was etched with a solution of H2SO4:H2O2:H2O.
Second, wires of lithographic width 7 and 15 μm were
patterned from the mesa using the same wet etchant as after
electron-beam lithography. The wire width was controlled
by laterally overetching the Bi thin film in the second step,
obtaining physical widths W of 0.34 and 6.1 μm, respectively,
for the two wires, with common length of 22 μm. The inset
of Fig. 1 contains a scanning electron microscopy (SEM)
micrograph of the wires. Wood’s metal contacts were applied
to the mesa for electrical characterization.

Magnetotransport measurements were performed in a
3He cryostat down to T = 400 mK, using standard lock-in
techniques. The film’s carrier mobilities and densities were
determined from magnetoresistance and Hall data. We fit
the data to an isotropic three-carrier model, which takes
into account the two expected bulk bands as well as an
impurity band from the initial 20 nm of Bi growth. For the
bulk bands, nb = 2.5 × 1023 m−3, μb = 0.28 m2/Vs, pb =
1.4 × 1023 m−3, and νb = 0.39 m2/Vs, where n (p) and μ

(ν) are the density and mobility of the electrons (holes).
The impurity band is n type, with nimp = 6 × 1026 m−3 and
μimp = 7 × 10−4 m2/Vs. The densities and mobilities of the
bulk bands are similar to those observed in single crystalline Bi
films.2 However, since WAL measurements cannot differenti-
ate between contributions from the different carriers, for the
analysis we use a two-carrier fit, where n = 8.8 × 1024 m−3

and μ = 0.056 m2/Vs, and p = 2.5 × 1023 m−3 and ν =
0.36 m2/Vs. Shubnikov-de Haas oscillations were not present
for magnetic fields up to 9 T, due to the Fermi-surface
averaging over many randomly oriented grains. The resistivity
ρ0 of the film at 0.4 K is 1.1 × 10−5 � m. The cross section
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of the hole Fermi surface is isotropic in the plane of the film,
and hence ν represents the true hole mobility. The electrons,
however, are confined to three anisotropic Fermi surfaces, and
μ then represents an effective transport mobility through many
randomly oriented grains. In pure crystalline Bi, the electron
and hole densities should be equal due to charge neutrality.49,50

Our films are slightly n-doped, which is likely a result of
lattice strain and vacancies due to the substrate mismatch and
polycrystallinity. The resistivities (0.4 K) of the 6.1-μm-wide
and 0.34-μm-wide wires are both 1.0 × 10−5 � m, which
are values in good agreement with the unpatterned film. We
conclude that densities and mobilities in the wires are not
affected by patterning.

Resistance measurements of the 0.34-μm-wide and
6.1-μm-wide wires include contact resistances of 2% and
33%, respectively, originating in the wide Bi connecting
leads. The relative WAL signal, as expressed in Eq. (1), is
affected proportionally to the contact resistance. However,
the parameters τφ and τso extracted from WAL are only
weakly dependent on its relative amplitude. While the relative
UCF amplitude also is proportionally dependent on contact
resistance, Bc again remains unaffected. The effects of contact
resistances on the analyses are therefore negligible, and for
simplicity ignored.

IV. RESULTS AND DISCUSSION

Figure 1 shows the wire magnetoresistance in a magnetic
field perpendicular to the substrate. The data are not offset and

FIG. 1. (Color online) The magnetoresistance in a perpendicular
magnetic field of 0.34-μm-wide and 6.1-μm-wide lithographically
defined Bi wires at T from 0.4 to 4.0 K. WAL and UCFs are present
for both wires. The curves are not offset. Inset: SEM micrograph of
the wires, with a 20-μm scale bar.

indicate a decrease in resistance for increasing temperature,
which is a trend that persists to room temperature. The positive
magnetoresistance characteristic of WAL is observed in both
the 0.34-μm-wide and 6.1-μm-wide Bi wires. UCFs also
appear in both wires, and are particularly visible at B ≈ 0.2 T,
and T < 2 K, in the 0.34-μm wire and, as expected, weaker
in the wider wire. The magnitude of both interference effects
increases with decreasing T due to increasing Lφ .

The validity of Eq. (1) is dependent on the sample being
two-dimensional concerning phase-coherent phenomena, i.e.,
Lφ and the magnetic length Lm = √

h̄/eB must exceed the
film thickness. At B = 0.1 T, Lm = 80 nm ≈ t , and thus
performing the fits for Lm > 2t (|B| < 0.03 T) preserves
the validity of Eq. (1). Using Lφ derived from Eq. (1), Lφ

self-consistently also exceeds t , as shown below. The Bi
wires, however, are kinematically three dimensional, since
both the mean free path and Fermi wavelength are smaller
than the film thickness, and hence we use D = v2

F τ0/3 to
obtain the characteristic fields (H0,φ,so), where vF is the Fermi
velocity. For the electrons, n and μ yield τ0 = 3.1 × 10−14 s
and D = 0.0027 m2/s, leaving only τφ and τso as fitting
parameters to Eq. (1).

Figure 2 displays the low-B magnetoresistance with the best
fits from Eq. (1). A small quadratic term was also included in
the fit to account for contributions from the classical multiband
magnetoresistance. The terms are 265(�/T2)B2 (0.34-μm
wire) and 25(�/T2)B2 (6.1-μm wire). For both wires, the cor-
rection corresponds to ρ(B) = ρ0[1 + 0.18(T−2)B2], which is
a few orders of magnitude lower than that of single crystal

FIG. 2. (Color online) Low-B magnetoresistance data (thick
color lines) at variable T for Bi wires of widths 0.34 and 6.1 μm.
The black lines represent fits to Eq. (1) with τφ and τso as fitting
parameters. Data are offset for clarity.
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FIG. 3. (Color online) The phase-coherence time τφ and the spin-
coherence time τso extracted from WAL. The solid lines represent
fits to Eq. (3) with τφ limited by electron-phonon scattering over the
range of T considered here.

bulk Bi due to a reduction in mobility for thin films2 and the
polycrystalline nature of our films.

Figure 3 depicts the dependence on T of the extracted
parameters τφ and τso. The corresponding coherence lengths
Lφ and Lso are provided in Fig. 5. The T dependence of τφ

weakens with decreasing T , indicative of saturation and of an
intrinsic T -independent phase-decoherence mechanism. Satu-
ration of τφ has been widely observed19,20 in two-dimensional
samples and nanostructures in both semiconductors and
metals, but as yet not in Bi.

Adding a saturating term to the power-law T dependence
of τφ yields19

1

τφ

= 1

τ 0
φ

+ AT p. (3)

The solid lines in Fig. 3 represent fits to Eq. (3), including
saturation for τφ . From the fit, τ 0

φ (0.34 μm) = 5.5 × 10−11 s
and τ 0

φ (6.1 μm) = 2.6 × 10−10 s, indicating that the thinner
wire experiences saturation more strongly. The exponent
p = 2 provides the best fit, corresponding to inelastic de-
coherence due to electron-phonon scattering. The coefficient
A = 2.9 × 109 K2/s is found equal for both wires, indicating
decoherence by low-energy phonons unaffected by W. Nyquist
phase decoherence, characterized by τN , is not observed,
since fitting to τ−1

φ = τ−1
N + τ−1

elph instead of Eq. (3) does
not provide convincing fits.51 The saturation term masks
Nyquist decoherence in the region T < 1 K, where the Nyquist
mechanism would otherwise dominate.

The data reveal a dependence on W for τφ via τ 0
φ . Many

experiments have shown a dependence of τ 0
φ on the disorder in

the system, characterized by D.52–54 A dependence of D on W

is detectable by a change in resistivity with W . In the present
work, resistivity values in the wires and film are comparable,
indicating a constant D unaffected by processing the thin film
into wires. Further, a size dependence of the saturation term
τ 0
φ has previously been reported in Au wires,55 where thinner

wires saturate at a lower T and show longer τ 0
φ than wider

wires. Our Bi wires are in a very different size and disorder

regime from the Au wires, and we observe an opposite effect.
We attribute the dependence on the mesoscopic dwell time.
In ballistic quantum dots, a size dependence of τ 0

φ has been
attributed to the dwell time τd = Sm∗/h̄N in the dot, where S

represents the area of the dot, m∗ is the effective mass, and N is
the number of conducting channels entering/exiting the dot.56

In our case, W acts as a limiting dimension for τd , leading to a
dependence on W , which is in qualitative agreement with the
experimental result.

At low T , theory predicts τso independent of T . In the
Bi wires, as depicted in Fig. 3, the extracted τso exhibits
a slight but noticeable dependence on T above T ≈ 1.8 K.
We note that at 3.6 K, the thermal diffusion length LT =√

h̄D/kBT equals the film thickness, and hence an effective
change in the dimensionality of the system may underlie the
apparent dependence on T not captured in Eq. (1). Further, τso

increases as W decreases. In semiconductor 2DESs, where the
SOI is dominated by inversion asymmetry via the structural
Rashba and Dresselhaus terms, experiments and theory have
verified20,24–29 that τso ∝ W−1/2. A similar dependence has not
been proposed in the three-dimensional bulk for SOI in heavy
metallic elements like Bi. Thus, we note that both the bulk band
and impurity band cannot account for the W dependence due
to their three-dimensional character. The similarity, however,
of our present observations of a W -dependent τso with results
from semiconductor 2DES wires suggests a large contribution
to the transport from Bi surface states with structural SOI.
It is known that self-assembled Bi nanowires can show
transport contributions from surface states.16 Specifically,
the Bi(001) surface exhibits strong Rashba-like SOI from
the asymmetric surface-confinement potential,31 and also
represents the dominant surface area in our wires fabricated
from (001)-oriented films. Our observations can hence find
an explanation assuming a transport contribution from surface
states with strong Rashba-like SOI.

UCFs are present in both Bi wires, as depicted in Fig. 1.
Analysis on the UCFs provides an independent consistency

FIG. 4. The left-hand panels are the autocorrelation function of
the UCFs in the 0.34-μm and 6.1-μm Bi wires at 0.4 K. The inset
shows the decay of the autocorrelation function at small �B. The
right-hand panels are the Fourier transforms of the autocorrelation
functions.
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FIG. 5. (Color online) Phase-coherence lengths Lφ as a function
of T in Bi wires, comparatively derived from WAL and UCF
autocorrelations.

check for the τφ extracted by WAL. The left panels of Fig. 4
show the autocorrelation F (�B) of the UCFs up to �B = 2 T
at T = 0.4 K. UCF analysis requires detailed data over a large
magnetic field range, and therefore only data for the lowest
temperature was taken, where UCFs are most prominent. The
insets provide a magnified view at low �B to indicate the
decay of the autocorrelation function, from which Bc can
be determined. The insets in Fig. 4 indicate Bc(0.34 μm) =
0.014 T and Bc(6.1 μm) = 0.0075 T, corresponding to
Lφ(0.34 μm) = 0.53 μm and Lφ(6.1 μm) = 0.74 μm,
according to Eq. (2). The values of Lφ determined from
WAL and from the low-�B analysis of F (�B) are in
reasonable agreement (within ∼30%) and are collected in
Fig. 5.

For randomly disordered systems, F (�B) is expected to
decay to zero at high �B. However, oscillations persist
to high �B in Fig. 4, which are the result of few but
dominant scattering centers superposed on the random dis-
order. The right panels contain the Fourier transforms of
F (�B), indicating the existence of well-defined periodicities
in �B. The periodicities form the magnetofingerprint of dom-
inant scattering centers, which generate circling interfering
carrier paths with corresponding h/e Aharonov-Bohm flux
periodicities. Both wires show comparable �B periodicities,
indicating that the concomitant fluctuations in R do not form
part of the averaged UCF signature, but rather originate in

orbits dominating equally for different sized samples. It is
likely that the orbits pertain to scattering around misoriented
grains, expected to be of equal size in both wires. For the
electrons to show the defined periodicities of Fig. 4, they must
traverse a minimum distance of ∼πr , where πr2(1/�B)−1 =
h/e. For the two dominant periodicities in the 0.34-μm wire,
the path lengths amount to 0.33 and 0.42 μm. The 6.1-μm
wire shows one dominant periodicity corresponding to a path
length of 0.41 μm. The path lengths fall within Lφ , consistent
with the WAL analysis and the low-�B analysis of F (�B).

V. CONCLUSIONS

The temperature dependence and width dependence of
τφ and τso in lithographic Bi wires (widths of 0.34 and
6.1 μm) with (001) surface orientation are investigated by the
weak-antilocalization and universal conductance fluctuation
phenomena. Electron-phonon interactions dominate τφ above
2 K, with an interaction strength of A = 2.9 × 109 K2/s for
both wires. Both wires exhibit a low-temperature saturation
of τφ , with the wider wire saturating at a lower tempera-
ture. The extrapolated phase-coherence saturation times are
found as τ 0

φ (0.34 μm) = 5.5 × 10−11 s and τ 0
φ (6.1 μm) =

2.6 × 10−10 s. The spin-orbit scattering times show a weak
temperature dependence above 2 K. A width dependence of
τso is also observed, where the wider wire exhibits a shorter τso,
which is similar to observations in semiconductor 2DES wires.
The width dependence of τso indicates a similarity between
transport in lithographically defined Bi wires and semicon-
ductor 2DES wires, suggesting that the weak-antilocalization
signature in Bi wires is dominated by Bi(001) surface
states with strong Rashba-like SOI. This corroborates recent
observations of strongly spin-orbit split bands on Bi(001)
by angle-resolved photoemission spectroscopy experiments.
Isolating magnetotransport features of the Bi(001) surface
form a promising avenue to study phenomena at large SOI, due
to a comparatively simple growth procedure and lithographic
flexibility to pattern mesoscopic structures on Bi thin films.
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