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Decoherence due to charge noise is one of the central challenges in using spin qubits in semiconductor
quantum dots as a platform for quantum information processing. Recently, it has been experimentally
demonstrated in both Si and GaAs singlet-triplet qubits that the effects of charge noise can be suppressed if
qubit operations are implemented using symmetric barrier control instead of the standard tilt control. Here,
we investigate the key issue of whether the benefits of barrier control persist over the entire set of single-
qubit gates by performing randomized benchmarking simulations. We find the surprising result that the
improvement afforded by barrier control depends sensitively on the amount of spin noise: for the minimal
nuclear spin noise levels present in Si, the coherence time improves by more than 2 orders of magnitude
whereas in GaAs, by contrast the coherence time is essentially the same for barrier and tilt control.
However, we establish that barrier control becomes beneficial if qubit operations are performed using a new
family of composite pulses that reduce gate times by up to 90%. With these optimized pulses, barrier
control is the best way to achieve high-fidelity quantum gates in singlet-triplet qubits.
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Efficient and robust control of quantum systems is key
to quantum information processing. Using spins in semi-
conductor quantum dots is a promising approach due to
their fast operation times, long coherence times, and
prospect for scalability [1,2]. Much progress has been
made in designing and demonstrating high-fidelity control
over single and multiqubit devices based on various qubit
types, including single-spin qubits [3–10], double-dot
singlet-triplet qubits [11–20], triple-dot exchange-only
qubits [21–25], and “hybrid” qubits [26–28].
Singlet-triplet qubits [11,12] are particularly promising

due to their relatively simple all-electrical control and
long coherence times [29,30]. Achieving high-fidelity gate
operations, however, has been challenging due primarily to
charge noise. Qubit operations are implemented by tuning
the Heisenberg exchange interaction between the two
electron spins, and charge fluctuations in the vicinity of
the dots introduce noise into this interaction, causing
decoherence [17,31–33]. Until recently, the standard
method for tuning this interaction was to tilt the electro-
static potential defining the two quantum dots by raising the
chemical potential in one dot relative to the other [12], a
method that inherently treats the two dots asymmetrically.
In recent ground-breaking experimental works [19,20,34],
it was shown that if symmetry is maintained between the
dots and the exchange interaction is tuned instead by
adjusting the electrostatic barrier separating them, then
the sensitivity of the qubit to charge noise can be reduced
substantially. This is an important result not only for

singlet-triplet qubits, but for quantum dot spin qubits in
general given the central role of the exchange interaction
and the prevalence of charge noise in all such qubits.
Despite its importance, the true benefit of symmetric

barrier control is yet to be determined. This is because the
advantages of this technique have only been examined for a
very limited set of gate operations, and how it will perform in
quantum algorithms involving many types of gates remains
completely unknown. This is a subtle issue because the
effect of charge noise depends on (and increases with) the
strength of the exchange interaction, which in turn depends
on the specific gate being implemented. Additional noise
sources, such as nuclear spin noise [35], can thus become
more important than charge noise for certain gates.
Therefore, the performance of barrier control versus tilt
control depends sensitively on the control sequences used to
implement gates, and this dependence must be understood in
order to take full advantage of barrier control.
In this paper, we perform randomized benchmarking

[36] on singlet-triplet qubits to quantitatively determine the
improvement afforded by symmetric barrier control. We
extract the effective single-qubit gate fidelity by averaging
over all single-qubit Clifford gates for both barrier and tilt
control, using experimentally measured levels of charge
noise in each case. We perform this comparison for varying
levels of nuclear spin noise ranging from zero (purified Si)
to typical values for GaAs. Using standard gate control
sequences, we find that in the absence of nuclear spin noise
(i.e., in Si), barrier control improves the coherence time by
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more than 2 orders of magnitude. On the other hand, for
typical levels of nuclear spin noise in GaAs, barrier control
gives essentially no improvement because nuclear spin
noise dominates for most gates in the set. To overcome this
problem, we present a new set of composite pulses that
implement gates up to ten times faster. These pulses reduce
the sensitivity to nuclear spin noise, allowing the benefits of
barrier control to become visible in benchmarking simu-
lations even for high levels of nuclear spin noise.
In the case of singlet-triplet qubits, universal operations

require a magnetic field gradient across the two dots in
addition to the tunable exchange interaction. This gradient
can be produced either by nuclear spins [13] or a micro-
magnet [37], and in both cases it remains fixed during
gate operations. The qubit Hamiltonian can be written in
the form HðtÞ ¼ JðtÞσz þ hσx, with JðtÞ denoting the
exchange interaction and h the field gradient [12].
Charge noise and nuclear spin noise can be included as
stochastic fluctuations δJ, δh in HðtÞ. Nuclear spin noise
tends to be much more significant in GaAs compared
with Si; however, its influence on qubit coherence can be
controlled in both materials: in Si through isotopic puri-
fication, and in GaAs through nuclear spin programming
[13,38] and Bayesian estimation [18]. Both types of noise
are known to have power-law frequency spectra [17,35].
Randomized benchmarking [36,39] is a powerful tech-

nique to extract the average gate fidelity using the Clifford
group, a subset of all possible single-qubit gates. The
randomized benchmarking procedure is implemented by
averaging the fidelity [40] over random sequences of
single-qubit Clifford gates, and over different noise real-
izations. We consider both the full frequency-dependent
noise model and the simpler “quasistatic” model in our
simulations. The latter assumes noise fluctuations are
constant for each run of the experiment (varying from
one run to the next) and is valid for sufficiently short qubit
operations. In order to perform the averaging for either
noise model, we must first determine how to implement
arbitrary single-qubit gates in singlet-triplet qubits.
The simplest operations generated by HðtÞ are rotations

of the Bloch vector around axes lying in the xz plane,
Rðhx̂þ Jẑ;ϕÞ, where the first entry indicates the rotation
axis determined by the ratio J=h, and the second entry is the
rotation angle, which is determined by

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
J2 þ h2

p
and the

operation time. These gates can be performed in a single
shot, meaning that JðtÞ is fixed to one value throughout
the operation. All other types of single-qubit gates must
be implemented using composite pulses, in which JðtÞ
assumes a few different values over the course of the gate.
These can be designed by invoking the well-known fact that
an arbitrary rotation Rðr̂;ϕÞ can be decomposed into an x
rotation sandwiched between two z rotations (“the z-x-z
sequence”) [41,42]:

Rðr̂;ϕÞ ¼ Rðẑ;ϕ1ÞRðx̂;ϕ2ÞRðẑ;ϕ3Þ; ð1Þ

where ϕ1;2;3 are auxiliary angles depending on the desired
rotation. Since in practice the magnetic field gradient
cannot be turned on and off during a given gate operation,
z rotations must be further broken down as (“the
Hadamard-x-Hadamard sequence”) [41]

Rðẑ;ϕÞ ¼ −Rðx̂þ ẑ; πÞRðx̂;ϕÞRðx̂þ ẑ; πÞ: ð2Þ

In practice it is more convenient to use a generalized
version of Eq. (2) (“the Ramon sequence”) [43]:

Rðẑ;ϕÞ ¼ Rðx̂þ cot θẑ; χÞRðx̂; αÞRðx̂þ cot θẑ; χÞ; ð3Þ

where χ and α depend on ϕ and θ. Any single-qubit gate
can be implemented in either a single shot or using one of
these composite pulse sequences. Two examples have been
shown as red lines (“unoptimized”) in Fig. 1. The black
lines are examples of our new (“optimized”) sequences that
speed up gates by using an alternative to the standard
Ramon sequence, as we explain below.
For our randomized benchmarking simulations, we

first consider the Gaussian quasistatic model employed
in Refs. [20,32,33] to characterize both barrier and tilt
control. In this model, δh is static for each run and drawn
from a Gaussian distribution with zero mean and variance
σ2h: N ð0; σ2hÞ, while δJ is proportional to J, with the
proportionality constant drawn from N ð0; σ2J=J2Þ for each
piece of the control pulse. The relation between δJ and J

0 1 2 3 4 5 6
0

5

10

15

20

25

30

35(a)

0 1 2 3 4 5 6
0

5

10

15

20

25

30

35(b)

Optimized

Unoptimized

FIG. 1. Pulse profiles of the unoptimized (red/gray lines) and
optimized (black lines) pulse sequences for (a) Rðẑ; πÞ and
(b) Rðx̂þ ŷþ ẑ; 2π=3Þ. Here, t0 is a time scale that is taken to
be 1=h throughout this paper.
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arises directly from the experimentally measured depend-
ence of J on applied voltage [16,17,20]. In our simulation
of charge noise, we use the experimentally fitted value
σJ=J ¼ 0.00426 for barrier control and 0.0563 for tilt
control [20]. The latter value reflects typical experimental
exchange field fluctuations at the few percent level [17].
Here and throughout this work, we averaged results from
2000 random Clifford gate sequences and noise realizations
to ensure convergence. For most results, fitting to
f1þ exp ½−ðt=T2Þγ�g=2 suffices, where T2 is an effective
coherence time quantifying the performance of the
control scheme. However in some cases a better fit is
achieved using a summation of two exponentials
f2þ exp ½−ðt=T2Þγ1 � þ exp ½−ðt=T2Þγ2 �g=4.
The red or gray curves in Fig. 2 are our results for the

average fidelity as a function of qubit evolution time using
composite pulses built from the (unoptimized) Ramon
sequence. We have chosen Jmax=h ¼ cot θ ¼ 30 through-
out this paper, and we have also verified that our con-
clusions are identical for other experimentally relevant

values Jmax ≳ 10h. Panels in the left column correspond
to symmetric barrier control, while those on the right
correspond to tilt control. Figures 2(a) and 2(b) show
the case without nuclear spin noise, δh ¼ 0, where it is
evident that T2 increases by more than 2 orders of
magnitude when barrier control is used instead of tilt.
Thus, in Si systems where nuclear spin noise is minimal,
barrier control provides a very large improvement, as is
consistent with Ref. [19]. In contrast, Figs. 2(c)–(f)
show results for moderate (σh ¼ 11.5 MHz) and high
(σh ¼ 23 MHz) levels of nuclear spin noise; these values
are typical for GaAs, with the latter taken from Ref. [20]. In
these cases, barrier control shows little improvement over
tilt control. We attribute this to the fact that the Ramon
sequence, Eq. (3), includes a segment with J ¼ 0. This
simultaneously reduces the amount of charge noise (since
δJ ∼ J) and slows down gates, increasing exposure to
nuclear spin noise. Thus when standard pulse sequences
are used, barrier control is only effective if nuclear spin
noise is strongly suppressed (i.e., Si but not GaAs).
To take greater advantage of barrier control when nuclear

spin noise is significant, we need to avoid setting J ¼ 0
as much as possible. We can achieve this by using new
(optimized) composite pulses based on the identity

Rðẑ;ϕÞ¼−Rðx̂þcotθẑ;πÞRðx̂þcot2θẑ;ϕÞRðx̂þcotθẑ;πÞ;
ð4Þ

where a pure x rotation is no longer needed. Figure 1(a)
compares a realization of Rðẑ; πÞ using the optimized
sequence (4) (black line) and the unoptimized one (3)
(red/gray line); we see that the gate time has been
substantially reduced by a factor of ≳10. Sandwiching
Eq. (4) between two Hadamard gates results in an x rotation
[45]. Arbitrary rotations can therefore be done using the
composite z and x rotations discussed above according to
Eq. (1). Figure 1(b) shows an example comparing the
optimized and unoptimized sequences achieving
Rðx̂þ ŷþ ẑ; 2π=3Þ, and one can clearly see that the
optimized sequence is ∼40% shorter than the unoptimized
one. We have constructed 24 single-qubit Clifford gates
similarly and have found that the reduction of gate time is
between 40% and 60% for all gates except direct z and x
rotations [44].
The black curves in Fig. 2 show our results for

randomized benchmarking using our new optimized pulses.
Now we see that for all levels of nuclear spin noise, barrier
control is superior to tilt control. In the absence of nuclear
spin noise [panels (a) and (b)], the unoptimized pulses
achieve longer coherence times than the optimized ones
since they are less sensitive to charge noise. However, in the
presence of nuclear spin noise, the optimized pulses show
longer coherence times. This improvement is due directly
to the fact that our optimized pulses are considerably faster.
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FIG. 2. Results of randomized benchmarking with Gaussian
noise (i.e., the quasistatic limit) for unoptimized (red or gray) and
optimized (black) pulses. The dashed lines are exponential fits as
detailed in the main text. The magnetic field gradient and nuclear
spin noise values are h ¼ 23 MHz and δh ¼ 0 for (a) and (b),
h ¼ 40 MHz and σh ¼ 11.5 MHz for (c) and (d), and h ¼
40 MHz and σh ¼ 23 MHz for (e) and (f). For the left column
[(a), (c), (e)], we use barrier control, and thus we take
σJ ¼ 0.00426J, while we use tilt control in the right column
[(b), (d), (f)] and thus we use σJ ¼ 0.0563J. We indicate the fitted
T2 values on this figure in the same color as the lines that they
correspond to, and we provide the fitting parameters in the
Supplemental Material [44].
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Even in the absence of nuclear spin noise, the optimized
pulses may be preferable due to their shorter durations [19].
To test our new optimized pulse sequences, we carry out

randomized benchmarking with the frequency dependence
of the noise included [46]. For both charge and spin noise,
this dependence has been measured to be of 1=f type
[17,35]; i.e., the nuclear spin (indicated by h) and charge
noises (J) exhibit spectra Sh;JðωÞ ¼ Ah;J=ðωt0Þαh;J , where
A is the amplitude, the exponent αh;J signifies the self-
correlation of the nuclear (h) and charge (J) noise,
respectively, and t0 is the time unit, taken as t0 ¼ 1=h.
When nuclear spin noise is absent, one simply sets Ah ¼ 0
and δh ¼ 0. However, in order to map to the quasistatic
model with σh ¼ 23 MHz used in Ref. [20], we mandate
that the integrated 1=f noise,

R
ωuv
ωir

dωAh=ðωt0Þαh , equals
that of the quasistatic Gaussian noise πσ2h [32]. To facilitate
the discussion we will simply refer to this case as “δh ≠ 0”
in the remainder of this paper. The low and high frequency
cutoffs are taken as ωir ¼ 10 kHz and ωuv ¼ 100 kHz [32].
Similarly the charge noise amplitude, AJ, is determined by
solving

Z
ωuv

ωir

AJ

ðωt0ÞαJ
dω ¼ π

�
σJ
Jt0

�
2

ð5Þ

for the two cases σJ ¼ 0.00426J and σJ ¼ 0.0563J,
corresponding to barrier and tilt control, respectively.
The cutoffs are taken as ωir ¼ 50 kHz and ωuv ¼
1 MHz [32].

Figure 3 shows the results of randomized benchmarking
for optimized pulse sequences subject to 1=fαh nuclear
noise and 1=fαJ charge noise with αh ¼ 2.6 and αJ ¼ 0.7,
as measured in experiments [17,35,47]. We see that the
coherence times T2 are consistently extended with barrier
control [panels (a) and (c)], and this effect is slightly more
pronounced for the case without spin noise, in which T2

has been extended by a factor of 70 [compare panels (a)
and (b)]. We have also conducted similar calculations with
αh ¼ αJ ¼ α for 0 ≤ α ≤ 3, and have presented the results
in the Supplemental Material [44].
Figure 4 shows the T2 values extracted from randomized

benchmarking for optimized pulse sequences under 1=fα

noise for 0 ≤ α ≤ 3. This is the core result of this paper. It is
clear from the figure that as α increases from 0 to 3, the T2

times consistently improve for all cases. For the case in
which both charge and nuclear spin noise are present and
αh ¼ αJ, barrier control gradually outperforms tilt control,
with T2 extended by a factor of 10 for α ¼ 3. In the absence
of nuclear spin noise, the T2 values for barrier control are
close to 100 times larger than for tilt control for a wide
range of α. It is remarkable that for the experimentally
measured charge noise spectrum with exponent αJ ≈ 0.7
and nuclear spin noise with αh ¼ 2.6, the improvement
under barrier control is a factor of 70, close to the case
without nuclear spin noise. Our results show that barrier
control combined with our optimized pulses outperforms
tilt control for any type of 1=f noise and even in the
presence of significant nuclear spin noise.
In conclusion, we showed through randomized bench-

marking simulations that in the absence of spin noise,
symmetric barrier control of singlet-triplet qubits outper-
forms the traditional tilt control by approximately 2 orders
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FIG. 3. Randomized benchmarking results of the optimized
pulse sequences under 1=f2.6 nuclear noise and 1=f0.7 charge
noise (i.e. αh ¼ 2.6 and αJ ¼ 0.7). The solid curves are our
numerical results and the dashed curves are fits. (a) and
(b) correspond to h ¼ 23 MHz and δh ¼ 0, while (c) and
(d) correspond to h ¼ 40 MHz and δh ≠ 0. We use barrier
control in (a) and (c), and tilt control in (b) and (d). We indicate
the fitted T2 values in the figures, and provide other parameters in
the Supplemental Material [44].

0 0.5 1 1.5 2 2.5 3
10

1

10
2

10
3

10
4

10
5

10
6

 

 

FIG. 4. T2 vs α for optimized pulse sequences. Solid lines show
the results for barrier control, dashed lines for tilt control. Black
lines: nuclear spin noise not present and αJ ¼ α for charge noise.
Red lines: αh ¼ αJ ¼ α. Blue lines: αh ¼ 2.6 and αJ ¼ α.
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of magnitude. This result is directly relevant to Si systems,
where nuclear spin noise is minimal. However, there is no
significant improvement when nuclear spin noise is pro-
nounced and when standard pulse sequences are used to
implement gates. To take advantage of barrier control in the
presence of nuclear spin noise, we introduced a new family
of pulse sequences that implement any single-qubit gate
without ever having to tune the exchange interaction
down to zero. This reduces noise by speeding up the gates.
Thus, barrier control improves coherence times regardless
of the level of nuclear spin noise, provided our optimized
sequences are used. In the presence of nuclear spin
noise, our optimized pulse sequences outperform standard
sequences.
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